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ABSTRACT 
 
Spatial autocorrelation is commonly found in the Hedonic Pricing model for real 
estate prices, but little is known about the time window within which nearby sales are 
used to form current prices.  The primary objective of this study is to examine how 
spatial autocorrelation varies with the length of this time window.  We hypothesize 
that more recent sales have a stronger influence than earlier sales on current prices, 
so a shorter time window should induce stronger spatial autocorrelation.  We propose 
a Spatial Hedonic Pricing (SHP) model to test our hypothesis.  Based on 15,500 
transactions of residential units in Taikooshing, Hong Kong from 1992 to 2006, we 
conclude that while positive spatial autocorrelation is present in housing prices, its 
magnitude increases when the reference period of past sales becomes shorter.  The 
latter is a new finding in the spatial hedonic literature that not only confirms the 
importance of timeliness in weighting nearby housing price information, but also calls 
for further research on how fast such information expires in different markets. 
 
Keywords: Time window, hedonic pricing model, spatial autocorrelation, spatial 
hedonic pricing model. 
 
INTRODUCTION 
 
Spatial autocorrelation can be considered the co-variation of variables within a geo-
space.  In other words, the value of a variable observed in one location depends on the 
value of neighbouring variables.  LeSage and Pace (2009) proposed at least three 
possible explanations for this.  First, there is an external force causing a spatial 
relationship: whatever has an effect in one location also has a similar effect in nearby 
locations.  Another one is spatial externality: something in a given location directly 
influences the characteristics of nearby locations.  The third is spatial interaction: the 
movement of people, goods or information creates apparent relationships between 
locations.  Thus, observations in close spatial proximity tend to share more similarities 
than those that are more spatially separated.  Understanding the nature of spatial 
autocorrelation has important implications for how spatial information should be used 
to analyze location-specific variables, in particular real estate decisions that always 
emphasize “location, location, and location”. 

http://en.wikipedia.org/wiki/Causality�
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From the point of view of statistical modelling, spatial autocorrelation signifies a 
technical issue, rendering traditional econometric models like regression analysis and 
time series analysis insufficient.  In fact, traditional econometric models cannot be 
applied in a straightforward way to spatially correlated data because spatial 
dependence violates the assumption of independence among observations.  For 
instance, regression analysis, which usually assumes that the error term is identically 
and independently distributed, does not compensate for spatial dependence, and can 
yield unstable estimated parameters and unreliable significance tests.  For time series 
analysis, although well-established techniques for modelling serial correlation exist, 
they are unidirectional and cannot be extended directly to spatial dependence, which is 
multidirectional in nature.  Therefore, spatial dependence necessitates the use of a 
different methodological framework. 
 
The study of spatial autocorrelation has gained momentum since the 1970s.  Back then, 
geographers became concerned with the systematic spatial patterns of variables and 
tried to improve their geographical estimations by including a spatial process in their 
models.  Notable discussions can be found in Silk (1979), Cliff and Ord (1981), Miron 
(1984), Upton and Fingleton (1985), Odland (1988), etc.  A growing number of real 
estate researchers also noted the problem of spatial autocorrelation in property 
valuation and devised different spatial econometric methods to estimate property 
prices (e.g. Can 1990; Dubin 1992; Can and Megbolugbe 1997; Basu and Thibodeau 
1998; Brasington 1999; Clapp et al. 2002; Wilhelmsson 2002, etc).  Many property 
studies, however, assumed that spatial autocorrelation does not matter or is time-
invariant.  For instance, Hedonic Pricing models typically utilize location dummies to 
control for variations in property prices across locations without any regard for spatial 
autocorrelation in their regression residuals.  Other pricing models took into account 
spatial dependence among nearby sales (e.g. Pfeifer and Deutsch 1980; Stoffer 1986; 
Can and Megbolugbe 1997; Pace et al. 1998; Case et al. 2004; Sun et al. 2005), but 
did not consider the length of the time window within which nearby sales are spatially 
correlated.  Is it correct to assume that the current price of a house be influenced 
equally by nearby houses sold during a certain month and by those sold six months 
earlier? 
 
The primary objective of this study is to examine the time-varying effect of spatial 
autocorrelation on housing prices in Hong Kong.  We believe that the magnitude of 
spatial autocorrelation is not fixed, but varies with the time window within which 
buyers and sellers draw past comparables to form current prices.  While more recent 
comparables should weigh more than older ones, the relevant length of the time 
window is an empirical question that cannot be pre-determined.  By exploring 
different time windows in the spatial modelling process, we can reveal how buyers 
and sellers weigh old and new neighbourhood sales when they search for price 
information.  In this paper, we constructed a Spatial Hedonic Pricing model with a 
spatially lagged price variable based on different time windows of previous 
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transactions.  To the best of our knowledge, no previous study has ever analysed the 
effect of time windows on spatial autocorrelation. 
 
This article is divided into six sections.  Section 2 is a literature review of the spatial 
autocorrelation and spatio-temporal models.  Section 3 describes the data from 
Taikooshing’s transactions that will be utilised for the study and provides summary 
statistics for housing prices and quality variables.  Section 4 introduces the Spatial 
Hedonic Pricing model.  Section 5 provides the research methodology and the 
empirical results of the SHP models with different time windows.  Section 6 is the 
conclusion. 
 
LITERATURE REVIEW 
 
Hedonic Pricing models have been widely applied to value heterogeneous goods such 
as automobiles, consumer products, and real estate (e.g. Court 1939; Lancaster 1966; 
Griliches 1971; Rosen 1974).  For real estate, the models generally assume that 
property prices can be decomposed into structural, neighbourhood, and locational 
attributes, and regression is used to estimate the implicit price of each attribute 
(Linneman 1980; Grether and Mieszkowski 1980; Colwell et al. 1985; Colwell 1990; 
Des Rosiers et al. 1996, 2001; Malpezzi 2003).  However, if regression residuals are 
spatially correlated, Ordinary Least Squares (OLS) estimates of the implicit prices 
would be inefficient.  Recognizing the correlation between the physical proximity of 
observations and omitted-variable bias, Dubin (1988) showed that a more precise 
estimation and prediction of housing prices can be made by allowing for spatial 
autocorrelation and other locational effects.  Anselin (1988) provided a 
comprehensive review on the econometric modelling of spatial processes and 
illustrated how spatial effects can be viewed as special cases of a more general 
modelling framework. 
 
In the spatial econometric literature, there are two main models to correct for spatial 
autocorrelation, namely the spatial-lag and spatial error models (Anselin 1988).  Their 
specifications are shown below: 
 
                 Spatial-lag model: Y=ρ1 W1Y + Xβ+ ε 
                 Spatial error model: Y=Xβ++ v, with v = ρ2W2v + ε 
 
In the above specifications, the dependent variable is Y (e.g. property prices).  β is the 
vector of the parameters (e.g. implicit prices) associated with exogenous variables X 
(e.g. property attributes).  ρ1 is the coefficient of a spatially lagged dependent variable 
(i.e., W1Y), and ρ2 is the coefficient of the spatial autoregressive structure for the 
disturbance v (i.e., W2v).  W1 and W2 are respectively, the spatial weight matrices of 
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the spatial autoregressive process in the dependent variable Y and in the disturbance v.  
The error ε is normally distributed with constant variance. 
 
Since OLS may not be an efficient estimator for both models, Dubin (1988, 1998, 
2003), Anselin (1988), Kelejian and Prucha (1998, 1999), Kelejian and Robinson 
(1993), and Dubin et al. (1999) suggested a maximum likelihood or generalized 
moments approach to estimating the parameters.  Pace et al. (1998) proposed that the 
Generalized Least Squares (GLS) method is an alternative estimation approach for 
improving the loss of efficiency, predictive accuracy, and biased inference arising 
from an ignorance of spatial autocorrelation in OLS estimates.  Further development 
of spatial econometric tests and estimation methods can be found in Anselin (1998, 
2001a, 2001b) and Anselin and Bera (1998). 
 
Most real estate research follows the spatial econometric approach to spatial 
autocorrelation.  For example, Can (1990) found that the assumptions of “fixed” 
structural parameters in hedonic regression did not reflect the spatial dynamics of 
urban housing markets, and therefore proposed a spatial approach to capturing house 
price variabilities arising from spatial spillovers and spatial parametric drifts.  Dubin 
(1992) suggested modelling the spatial autocorrelation of housing prices by replacing 
neighbourhood and accessibility variables with a spatial autoregressive error term.  In 
analysing the effects of public school quality on housing prices, Brasington (1999) 
showed that the use of a spatial autoregressive model improves the overall goodness 
of fit and the estimated spatial parameter is highly significant.  Clapp et al. (2002) 
proposed the Bayesian approach to modeling residuals from a Local Regression 
Model, which provides better predictive power than a Hedonic Pricing model.  By 
comparing the performance of the OLS model, the spatial lag model, and the spatial 
error model, Wilhelmsson (2002) found that the models with a spatial structure 
explain real estate data better. 
 
More sophisticated spatial econometric models, such as the Space-Time 
Autoregressive (STAR) model, take both space and time dimensions into account 
(Pfeifer and Deutsch 1980; Stoffer 1986).  The STAR model was first applied to areas 
such as geostatistics (Kyriakidis and Journel 1999), hydrology (Deutsch and Ramos 
1986), and business forecasting (Pfeifer and Bodily 1990).  For real estate applications, 
Can and Megbolugbe (1997) incorporated both temporal and spatial dependence into 
their Hedonic Pricing model for housing transactions in Miami, Florida.  They 
suggested that the transaction price of a house at any time, t, would be determined not 
only by its structural attributes and the desirability of the neighbourhood, but also by 
the price effects from prior sales within its vicinity.  They incorporated these temporal 
and spatial dependencies into a spatial weight matrix.  The extent of spatial influence 
was expressed as an inverse of distance between transacted properties.  Can and 
Megbolugbe showed that their Spatial Hedonic Pricing model is useful for 
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constructing housing price indices, especially when not all locational and 
neighbourhood attributes are available. 
 
Similarly, Pace et al. (1998) proposed a spatial model that synthesized models from 
the time series and spatial econometrics literature and applied it to housing 
transactions in Fairfax County, Virginia from 1969 to 1991.  They employed a 
filtering process1

 

 based on the spatial and temporal proximity of data, a method that 
greatly reduces the number of parameters to be estimated while improving estimation 
and prediction performance.  Gelfand et al. (1998) adopted a similar approach by 
introducing the spatio-temporal component into their Hierarchical model to improve 
their predictions of property values.  Archer et al. (1996) and Goetzmann and Spiegel 
(1997) used the repeat sales methodology, initiated by Bailey et al. (1963), as the basis 
for spatiotemporal housing analysis.  They found that while tract location partly 
explains different housing price paths over time, this effect appears to be “dominated 
by the idiosyncratic influences of individual home and its immediate environment”.  
Although several STAR models were proposed in the real estate literature, none of 
them considered spatial autocorrelation in terms of the length of time windows that we 
mentioned in the Introduction. 

HONG KONG DATA 
We make use of the transaction data from a private housing estate in Hong Kong for 
empirical analysis.  We choose Hong Kong for our study because it is one of the most 
actively traded and efficient real estate markets in the world (Chau 1997; Hui and Lui 
2002; Chau et al. 2005).  Moreover, as Hong Kong is a good example of a high-rise, 
densely populated spatial structure, we expect that the conclusions drawn from this 
study should be applicable to other densely populated cities such as Shanghai, 
Singapore and Tokyo. 
 
The private housing estate chosen is Taikooshing, which consists of over 14,000 
apartment units in 61 buildings of similar design and quality.  The units were 
frequently traded, providing us with 15,500 transactions from 1992 to 2006 to test our 
hypotheses2

                                                 
1 This is a linear combination of spatial temporal process with weightings of spatial and temporal effects. 

.  As the units are relatively homogenous with a standard design (i.e., they 
were built by a single developer almost at once), it makes sense for buyers and sellers 
at Taikooshing to refer to the prices of other units in the same estate – a good 
motivation for spatial autocorrelation.  As a result, we could test if the variation in 
prices could be explained by their spatial lags in addition to the usual hedonic 
variables like apartment characteristics and market conditions. 

2  While our analysis starts from 1992, transactions in 1991were used as the pre-sample data to generate the 
spatially lagged price variable for 1992. 
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The spatial dimensions, in the form of coordinates for each building were obtained 
from the government’s Lands Department.  The distance between a pair of transacted 
units is calculated as the Euclidean distance between their corresponding buildings.  
The Euclidean distance is chosen because it is the most common metric in spatial 
applications.  After excluding 74 ineligible transactions, such as those with zero prices, 
missing flat sizes, or missing floor levels, we arrive at 15,426 effective transactions 
for our study. 
 
The 61 buildings in Taikooshing were built on a rectangular site with the length 
running from the east to the west.  Take the building in the centroid of the site as an 
example (i.e., Marigold Mansion): its average distance to the other buildings is 185m 
and it is 37m from the nearest building.  This indicates that buildings in Taikooshing 
are quite close to each other, which is a rather typical arrangement for many 
residential developments in Hong Kong. 
 
For the 15,426 effective transactions from 1992 to 2006, the average housing price 
was HK$ 4.1 million.  More than 80% of the transactions ranged from HK$2 million 
to HK$6 million.  The housing quality variables included in the study are flat size, 
floor level, building age, and sea view.  The flat size of each transacted unit is 
measured in sq. ft.  The floor level is the storey on which a subject unit is located.  
The building age represents the number of years between the transaction date of a unit 
and the completion date of a building.  For sea view, we checked if a unit has at least 
one window in a certain room (i.e., living room, dining room, or bedroom) boasting a 
view of the sea.  If such a window has an unobstructed sea view, a dummy variable 
known as “full sea view” would be set to 1.  If the sea view is partially obstructed by 
another building, another dummy variable known as “partial sea view” would be set to 
1.  The summary statistics of the transaction prices and the above quality variables are 
shown in Table 1. 
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Table 1: Descriptive statistics of housing price, flat size, flat age, floor level, and 
sea view for transactions at taikooshing from 1992 to 2006 

 Description Proportion Mean Standard 

deviation 

Transaction 

Price (HK$ 

Million) 

Below 2 4.8% 4.1  1.8  

2 – 4  52.7%   

4 – 6  29.6%   

6 or above 13.0%   

Flat size (sq. 

ft.) 

Below 650 10.9% 804.1 173.7 

650 – 800 43.0%   

800 – 1,000 32.2%   

1,000 or above 14.0%   

Building age 

(years) 

Less than 10 11.3% 16.5 5.3 

10 – 15 29.4%   

15 – 25 51.7%   

25 or above 7.6%   

Floor level Below 8 9.4% 15.0 7.7 

8 – 15 39.5%   

15 – 25 36.4%   

25 or above 14.6%   

Sea view Full sea view 10.2% -- -- 

Partial sea view 5.0%   

No sea view 84.9%   
Note: Figures may not add up to 100% due to rounding off. 

 
Before turning to our empirical model, a preliminary assessment of spatial 
autocorrelation in our housing price data would be illustrative.  Such an assessment, 
which is analogous to the assessment of autocorrelation in times series data, provides 
a preliminary check on the spatial dependence among observations before estimating 



                     Pacific Rim Property Research Journal, Vol 17, No 3, 2011 450 

our spatial econometric model.  We adopt the Moran’s I statistic3

 

, which is one of the 
most popular spatial autocorrelation measures, to test if spatial autocorrelation exists 
in our housing transaction data.  The Moran’s I statistic, like the correlation 
coefficient, ranges from -1 and 1; the higher the absolute value of Moran’s I statistic, 
the stronger the spatial autocorrelation.  It should be noted that for this preliminary 
assessment, the logarithm of housing prices in Hong Kong Dollars has been utilised 
without controlling for any housing characteristics.  The spatial weight adopted is the 
inverse of the Euclidean distance between a pair of transactions.  The Moran’s I 
statistic is compiled by the software GeoDA developed by the Spatial Analysis 
Laboratory at the University of Illinois. 

Table 2: Moran’s I test for the spatial autocorrelation of Taikooshing’s 
transactions from 1992 to 2006 

Year Number of 
transactions 

Moran’s I 
statistic 

P-value 

1992 1330 0.7024 0.001 

1993 1518 0.7106 0.001 

1994 1048 0.7563 0.001 

1995 1130 0.6046 0.001 

1996 2100 0.6013 0.001 

1997 1800 0.6244 0.001 

1998 967 0.5511 0.001 

1999 730 0.5888 0.001 

2000 625 0.4619 0.001 

2001 600 0.4858 0.001 

2002 583 0.5917 0.001 

2003 625 0.5775 0.001 

2004 910 0.5539 0.001 

2005 831 0.5062 0.001 

2006 629 0.5707 0.001 
 

                                                 
3 Moran’s I statistic is defined as I 
= ))()()()(( 2∑∑ ∑∑ ∑ −−−

i ii jj iiji j ij ppppppwwN , in which N is the number of 

spatial units; pi is a variable of interest, and wij is the spatial weight. 
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The Moran’s I results for each year from 1992 to 2006 are shown in Table 2, which 
shows that the spatial autocorrelation differs significantly from zero at the 1% level of 
significance.  Therefore, spatial autocorrelation is clearly present in Taikooshing’s 
quality-unadjusted housing prices, and this prompted us to further test if spatial 
autocorrelation would still exist after adjusting for housing quality. 
 
THE HEDONIC PRICING MODEL WITH SPATIAL 
AUTOCORRELATION 
 
We construct a Spatial Hedonic Pricing (SHP) model in which a spatially lagged price 
variable is included as one of the independent variables to account for any spatial 
autocorrelation.  For each transacted unit, i, at time ti, the corresponding spatially 
lagged price variable is the inverse distance-weighted average price of previous 
transactions that took place over a time window of the past T days (i.e., transactions 
within [ti -T, ti -1]) and can be expressed as ∑

−−∈ ]1,[ iij

j

tTtt
withjallfor

jtij Pw .  As mentioned in the 

Literature Review, although Can and Megbolugbe (1997) applied a similar model to 
housing transactions in Florida and found significant spatial autocorrelation, they did 
not explore the length of the time window.  However, we consider that the magnitude 
of spatial autocorrelation may change when different time windows of previous 
transactions are used.  We therefore try different values of T in various SHP models 
and see how spatial autocorrelation changes.  If buyers and sellers put more weights 
on recent comparables, spatial autocorrelation should become smaller when we 
expand the time window.  Apart from the spatially lagged price variable, we also 
include other independent variables, namely building age, floor level, flat size, full sea 
view and partial sea view.  We further include a set of quarterly time dummies to 
account for changes in market conditions over time.  We define all the variables in our 
SHP model below: 
 
Dependent variable 

iitP  = the natural logarithm of the housing price of transacted unit i at time ti; 

Independent variables: 

∑
−−∈ ]1,[ iij

j

tTtt
withjallfor

jtij Pw = spatially weighted average price of units transacted within [ti -T, ti -1]; 

 
bagei = the building age of transacted unit i; 
leveli  = the floor level of transacted unit i; 
sizei  = the flat size of transacted unit i; 
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=
jperiodwithinfallnotdidiunittransactedif

jperiodwithinfelliunittransactedif
tyij 0

1  

 
where j = 1, 2...59 refers to the 2nd quarter of 1992, the 3rd quarter of 1992…4th quarter 
of 2006; 





=
seaviewfullalacksiunittransactedif

seaviewfullahasiunittransactedif
viewi 0

1
1

 





=
seaviewpartialalacksiunittransactedif

seaviewpartialahasiunittransactedif
viewi 0

1
2

 

 
Equation (1) below shows the empirical form of our SHP model.  We use a quadratic 
specification to allow for any non-linear relationship between some of the independent 
variables (namely bagei, leveli, and sizei) and housing prices.  Equation (1) will be 
estimated with six different time windows: T = 30, 60, 90, 120, 150, and 180 days.  
The parameters are assumed to be fixed for each time window.  The error term is 
assumed to be homoskedastic ))(( 22 σεσ =

iit  with zero covariance 

( 0),( =
ji jtit εεσ ). 
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where: 

 
n = the total number of transactions; 
αo = the intercept constant; 
α1 to α6 = the parameter of bagei, leveli, sizei, and their square terms; 
βj = the parameters of tyij, in which j=1, 2, 3…59; 
γ1 to γ2 = the parameter of 1iview and 2iview ; 
ρ = the parameter of the spatially lagged price variable (i.e., spatial autocorrelation); 
 










Γ>−≤−
=Γ≤−<
≠Γ≤−<

=
≠

*300
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min/1

1
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jiji

ji

ji
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ij

ttorttif
jntransactioofscoordinateintransactioofscoordinateandttif
jntransactioofscoordinateintransactioofscoordinateandttifd

w d

Γ  = 1, 2, 3, …, 6; 
 

ijd  = the horizontal distance between units i and j; and 
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iitε  = the error term of the model. 

 
The spatial weight, ijw , requires more explanation.  It is the weight that specifies the 
spatial proximity (inverse distance) between transaction i at time ti and transaction j at 
time tj, in which the duration between the two transactions, ti – tj, has to be smaller 
than a given time window (T = 30 * Γ days, during which Γ= 1, 2, …, 6).  If 
transaction j occurs T days before transaction i (i.e., ti – tj > T) or it occurs after or on 
the same date as transaction i (i.e., 0≤− ji tt ), the former is deemed irrelevant in 
influencing the latter and the spatial weight assigned for the pair of transactions is zero 
(i.e., wij = 0).  Under this setting, the spatially lagged price variable ∑

−−∈ ]1,[ iij

j

tTtt
withjallfor

jtij Pw , 

with respect to transaction i, can be expressed in terms of the n relevant transactions 

under consideration (i.e., ∑
=

n

j
jtij j

Pw
1

 in (1)), and the time window essentially 

becomes a classification variable Γ for specifying the spatial weight.  We start with a 
time window of 30 days (Γ= 1) and re-estimate the model by increasing the value of 
Γuntil the adjusted R2 of the model starts to decline.  As shown below, the adjusted R2 
starts to decline when Γ= 6 (i.e., T=180 days). 
 
Another condition concerning ijw  is the coordinates of the transacted units.  For units 

i and j with distinct coordinates, the weight is generally defined as ijd/1 .  However, 
for two units with the same coordinates (i.e., units in the same building), the distance 
between them is zero by construction and their inverse distance would be undefined.  
In order to ensure that the weight is defined and units in close vicinity take on a large 
spatial weight, the spatial weight for units in the same building is assumed to be not 
less than the spatial weights for the nearest building ( }{min/1 ij

ji
d

≠
). 

 
In Equation (1), our key interest is ρ , a measure of the overall level of spatial 
autocorrelation among the transactions after controlling for housing quality and time 
effects.  Since more recent comparables should weigh more than older ones, we 
expect that a longer time window (T) will reduce the degree of spatial autocorrelation 
( ρ ). 
 
Regarding the computation of the maximum likelihood estimates (MLE) for each of 
the SHP models, the model specification only requires the housing price of each 
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subject unit to depend on a fixed period of prior transactions.  The transactions taking 
place after that for the subject unit or beyond the fixed period concerned would be 
weighted by zero in the spatially lagged price variable.  The spatial weight matrix of 
the SHP model can be constructed in the form of a lower triangular matrix4

 

.  As a 
result, the MLE estimates for the SHP model are equivalent to those obtained from the 
Ordinary Least Squares (OLS) estimation. 

EMPIRICAL RESULTS 
 
To examine the effect of the change in the time window on the spatial autocorrelation 
in housing prices, we use Taikooshing’s transaction data to estimate the parameters of 
Equation (1).  We expect the coefficient of spatial autocorrelation to be significant and 
positive, but its magnitude would decrease with an increasing duration of the time 
window for previous transactions.  Based on the results of previous studies, the 
expected impacts of the other independent variables in the SHP models are as follows: 
 

(i) flat size has a positive effect on housing prices; 
(ii) floor level has a positive effect on housing prices; 
(iii) building age has a negative effect on housing prices; and 
(iv) sea view has a positive effect on housing prices, and the effect of a “full 

sea view” is larger than that of a “partial sea view”. 
 
The estimation results of Equation (1) are summarized in Table 3.  There are six sets 
of results, with each column representing different assumptions of time windows.  
Before showing the model parameters, the table first presents the adjusted R-squared 
(Adj. R2) and the Root Mean Square Error (RMSE).  A high Adj. R2 and low RMSE 
indicate that a model provides a good goodness-of-fit.  In all our cases, we obtain a 
high level of Adj. R2 (from 0.81196 for a 30-day window to 0.81357 for a 150-day 
window) and small RMSE (from 0.18182 for a 150-day window to 0.18260 for a 30-
day window).  Thus, the SHP model seems to fit Taikooshing’s transaction data better 
when a larger time window is used.  This suggests that units transacted as far back as 
150 days could influence current prices when the spatial dimension is taken into 
account.  This is in stark contrast to other aggregate, notably time-series studies, 
which found not more than a quarter (90-day) lag in modelling the Hong Kong’s 
efficient housing market (e.g. Newell and Chau 1996; Wong et al. 2007).  
Nevertheless, the improvement in Adj. R2 and RMSE is slight, so we may not be able 
to draw a definitive conclusion in terms of the goodness-of-fit. 
 
 
 

                                                 
4 A lower triangular matrix is a square matrix for which all the entries above the main diagonal are zero. 
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Table 3: Summary of the estimated parameters of the SHP models with different 
time windows 

Time 
window 180 days  150 days  120 days 90 days 60 days 30 days 

Adj. R2  0.81326 0.81357 0.81287 0.81221 0.81213 0.81196 

RMSE 0.18197 0.18182 0.18216 0.18248 0.18252 0.18260 

Variable Estimate P-value Estimate P-value  Estimate P-value Estimate P-value Estimate P-value Estimate P-value 

Spatial 3.0561E-03 <.0001 3.4603E-03 <.0001 3.7255E-03 <.0001 3.8213E-03 <.0001 4.5378E-03 <.0001 6.5653E-03 <.0001 

Bage -1.1565E-02 <.0001 -1.1841E-02 <.0001 -1.2377E-02 <.0001 -1.2950E-02 <.0001 -1.3336E-02 <.0001 -1.3775E-02 <.0001 

Level 1.1222E-02 <.0001 1.1272E-02 <.0001 1.1364E-02 <.0001 1.1487E-02 <.0001 1.1507E-02 <.0001 1.1527E-02 <.0001 

Size 1.8029E-03 <.0001 1.8021E-03 <.0001 1.7954E-03 <.0001 1.7906E-03 <.0001 1.7871E-03 <.0001 1.7820E-03 <.0001 

Bage2 -2.8723E-04 <.0001 -2.8269E-04 <.0001 -2.7616E-04 <.0001 -2.6978E-04 <.0001 -2.6545E-04 <.0001 -2.5990E-04 <.0001 

Level2 -2.1707E-04 <.0001 -2.1872E-04 <.0001 -2.2186E-04 <.0001 -2.2616E-04 <.0001 -2.2686E-04 <.0001 -2.2659E-04 <.0001 

Size2 -2.1014E-07 <.0001 -2.1038E-07 <.0001 -2.0917E-07 <.0001 -2.0864E-07 <.0001 -2.0841E-07 <.0001 -2.0777E-07 <.0001 

Partial Sea 
view 2.5225E-02 0.0002 2.4737E-02 0.0003 2.3500E-02 0.0006 2.1639E-02 0.0017 2.0874E-02 0.0024 1.8906E-02 0.006 

Full Sea 
view 4.9080E-02 <.0001 4.8205E-02 <.0001 4.6614E-02 <.0001 4.3604E-02 <.0001 4.2353E-02 <.0001 4.1533E-02 <.0001 

 

The table also reports the parameters estimated from the SHP model and their 
significance in terms of p-value (i.e., a t-test on the null hypothesis that a parameter 
equals 0).  We will discuss each variable in turn. 
 
Spatial autocorrelation and the length of the time window 
The first parameter (Spatial) reports the degree of spatial autocorrelation for each time 
window.  As expected, it is positive and significantly different from zero at p < 0.01 
across different windows.  We conclude that positive spatial autocorrelation is present 
in the transactions in Taikooshing.  That is, past transactions influence current prices, 
with the more recent ones having a greater influence.  Also, since different time 
windows (ranging from 30 to 180 days) conclude the same result, the presence of 
positive spatial autocorrelation in housing prices is highly robust in our SHP model. 
 
After establishing its presence, we want to know if the degree of spatial 
autocorrelation changes with the length of the time windows.  Table 3 indicates that 
the magnitude of spatial autocorrelation decreases from the highest level of 0.00657 
for a time window of 30 days to the lowest level of 0.00306 for a time window of 180 
days.  We conclude that spatial autocorrelation decreases as the time windows of 
previous transactions increases.  One probable explanation for this is that the newer 
neighbourhood sales are weighted more than the older neighbourhood ones in the 
formation of current prices.  In other words, buyers and sellers look back for 
comparable transactions when they price a subject property.  Also, for two 
comparables located equally far from a subject property, they treat the more recently 
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transacted one as more informative and put more weight on it.  Thus, this empirical 
result confirms our hypothesis that the length of a time window has a bearing on 
spatial autocorrelation in housing prices.  Specifically, a larger time window tends to 
reduce the magnitude of spatial autocorrelation.  This implies that one must adjust for 
the effect of time windows when comparing the magnitudes of spatial autocorrelations 
across studies (e.g. in meta-analysis). 
 
Together with the goodness-of-fit measures discussed above, our SHP model offers 
some insights for model specification.  First, time windows should be considered 
when constructing a spatial econometric model.  If there is no a priori knowledge of 
its length, one could try different lengths like what we have done here.  From a 
goodness-of-fit perspective, the optimal length for a spatial model may not be 
consistent with that for time series models.  Second, the goodness-of-fit measures only 
provide guidance on the choice of time windows that capture all relevant past 
information, but it does not tell which relevant information is more influential.  To 
explicitly account for the stronger effect of more recent sales, which is what we have 
found, further research can be conducted to model the time decay function of past 
sales.  For example, apart from the inverse distance weight, one could also allow for 
an inverse time interval weight.  A larger weighting should be given to more recent 
comparable transactions. 
 
The flat size, flat age, and floor level effects 
The signs of the estimated parameters of flat size, building age, and floor levels in the 
SHP models are consistent with our hypotheses.  All the estimated parameters are 
significantly different from zero at the p < 0.01 level.  For flat size and floor level, the 
parameters are positive; while the parameter for building age is negative.  Also, the 
estimated parameters for squared flat size, squared building age, and squared floor 
level are all negative and significantly different from zero.  Since these parameters are 
smaller compared to the estimated parameters of the corresponding quality variables, 
we conclude that the quality variables of flat size and floor level are positively 
correlated with housing prices.  However, because the estimated parameters of the 
associated squared variables are negative, if flat size is large and/or floor level is high, 
the effects of both on housing prices increase at a diminishing rate.  As for the effect 
of building age on housing prices, as both the estimated parameters for building age 
and squared building age are negative, building age is negatively correlated with 
housing prices.  This implies that as a building ages, its negative effect on housing 
prices increases at an accelerating rate. 
 
The sea view effect 
As all the estimated parameters of the SHP models for the indicator variables of “full 
sea view” and “partial sea view” are positive and significantly different from zero at p 
< 0.01, we conclude that when compared to the effect of “no sea view” included in the 
intercept, a sea view has a positive effect on housing prices and those units with the 
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locational characteristic of “sea view” will be valued higher.  Moreover, as the 
magnitude of the estimated parameter of a “full sea view” in each SHP model (i.e., 
0.049080 to 0.041533 for models with time windows of 180 days to 30 days) is larger 
than that for a “partial sea view” (i.e., 0.025225 to 0.018906 for models with time 
windows of 180 days to 30 days), the effect of a “full sea view” on housing prices 
should be larger than that of a “partial sea view”.  The plausible reasons for these 
findings are attributed to the fact that units with a sea view are limited in supply, so 
buyers who want to purchase them have to compete with others with the same idea, 
which drives up housing prices.  As for the findings on the effects of a “full sea view” 
and “partial sea view” on housing prices, they are also consistent with the general 
market observations because in terms of aesthetics, units with a “full sea view” are 
generally superior in quality to units with only a “partial sea view”.  Thus, if all other 
quality factors are held constant, buyers have to pay more for units with a “full sea 
view”. 
 
CONCLUSION 
 
We hypothesize that the magnitude of spatial autocorrelation changes with the time 
windows of previous transactions, to which buyers and sellers refer.  This nature of 
spatial autocorrelation has never been proposed and tested empirically.  We introduce 
the Spatial Hedonic Pricing (SHP) model for various time windows.  The empirical 
results show that spatial autocorrelation varies with time windows and its magnitude 
decreases as the time window becomes longer.  Hence, newer nearby property 
transactions tend to have a stronger impact on the transaction price of a subject 
property.  This suggests that newer neighbourhood sales should be weighted more 
than older neighbourhood sales when buyers and sellers research past price 
information.  Moreover, as the Adj. R2 increases with longer time windows up to a 
lagged period of 150 days, nearby property transactions of less than 150 days are 
deemed to contribute to the price searching process.  This result is different from 
aggregate studies based on time series analyses, which often suggest a shorter lagged 
period (e.g. a quarter).  Finally, we illustrate that time windows of previous 
transactions should not be treated as pre-determined.  The exact duration of previous 
transactions included in real estate research depends on the housing market chosen 
and can be assessed based various goodness-of-fit statistics (e.g. Adj. R2). 
 
Despite our focus on the transactions in only one Hong Kong estate, the SHP model 
can be extended to cover a larger area of real estate transactions in Hong Kong or any 
other highly populated city with high-rise apartments (i.e., Tokyo or Singapore).  
However, as a wider catchment area of housing transactions will involve more 
heterogeneous properties compared to properties within a single estate, the 
heterogeneous nature of properties implies that there will be the more serious problem 
of missing variables, which would result in spatial autocorrelation.  These missing 
variables may not decline as the time windows of previous transactions increase.  One 
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contribution of this study is that we used a sample of transactions of very 
homogeneous housing units, which minimize the chance of missing variables inducing 
spatial autocorrelation.  Our study also suggests that spatial autocorrelation varies over 
time.  More research is needed to explain this variation and the application of the SHP 
model to more heterogeneous housing markets. 
 
The SHP model has many practical applications, such as property valuation and real 
estate price index construction.  The Hong Kong housing market is active and volatile.  
There is a great need for quick valuations of residential properties.  Thus, when 
compared to the subjective valuation approach of the grid adjustment method adopted 
by appraisers for selecting and analyzing comparable properties (Kang and Reichert 
1991), the SHP model establishes an explicit relationship between housing prices, 
quality factors, and the housing prices of nearby transactions, and can be deployed to 
perform a more accurate mass valuation of residential properties so that investors, 
government bodies, surveyors, and bankers can make decisions based on more timely 
and accurate analyses. 
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